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Initial Design Domain Reset Method for Genetic Algorithm 
with Parallel Processing 

O-Kaung Lim*, Keum-Shik Hong, Hyuk-Soo Lee, Eun-Ho Choi 
School o f  Mechanical Engineering, 

Pusan National University, Kumjung Ku, Busan 609-735, Korea 

The Genetic Algorithm (GA),  an optimization technique based on the theory of natural 

selection, has proven to be a relatively robust means of searching for global optimum. It 
converges to the global optimum point without auxiliary information such as differentiation of 

function. In the case of a complex problem, the GA involves a large population number and 

requires a lot of computing time. To improve the process, this research used parallel processing 

with several personal computers. Parallel process technique is classified into two methods 

according to subpopulation's size and number. One is the fine-grained method (FGM),  and the 

other is the coarse-grained method (CGM).  This study selected the CGM as a parallel process 

technique because the load is equally divided among several computers. The given design 

domain should be reduced according to the degree of feasibility, because mechanical system 

problems have constraints. The reduced domain is used as an initial design domain. It is 

consistent with the feasible domain and the infeasible domain around feasible domain boundary. 

This parallel process used the Message Passing Interface library. 
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1. Introduct ion 

It is more effective to use a probabilistic search 

technique than the general optimization techni- 

ques that require differentiation information 

about objective function and constraint functions 

when optimum problems cannot be clearly defin- 

ed, when they have many design variables, or 
when they have separate or integer design vari- 

ables. One of the representative methods is the 

GA (Jin, 2000). 

The GA is an algorithm generalized and 

organized by John Holland. In the GA, a popu- 

lation of individuals is processed generation-by- 
generation using probabilistic transition rules. 
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As the GA operates on a 'population'  of indivi- 

duals improving these generation-by-generation, 

to search and to find a global optimum point is 

easy. Differentiation of function and additional 

information is not needed because the GA uses 

only objective function values (Choi, 2002). But 

the GA requires so many numbers of analyses 

that may cause high computational cost for gene- 

tic search. Therefore, improvements in the effici- 
ency have been needed to make optimizing pro- 

cess more speedy and effective in discrete optimi- 

zation using the GA. Nowadays;  many efforts 

have been made to speed up convergence by 

taking advantage of improved genetic operators 

(Kogiso et al., 1994; Ahn et al., 2003), or by 
personal computer network programming bas- 

ed on TCP/ IP  and client-sever communication 

model using Windows socket (Park and Song, 
2002). 

This research using parallel processing with the 
Message Passing Interface (MPI) library (Park et 

al., 2002; Lee, 2002) is improving the defect of 
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high computational cost. This study selected the 

CGM as a parallel process technique for the load 

to be equally divided among several computers. 

In this case, a given domain is divided among 

several computers, some of the computers can 

compute only in the infeasible domain. Because 

of this, the efficiency of parallel processing is 

diminished. Constrained optimum problems can 

grasp a feasible domain according to the degree 

of feasibility due to constraints. To maximize the 

efficiency of a parallel process, it is proposed to 

reset the design domain. The reset domain is con- 

sistent with the feasible domain and the infeasible 

domain around the feasible domain boundary. 

The parallel process is performed with the reset 

domain as the initial domain. 

2. Paral le l  Genetic  Algorithm 

The GA has an evolutionary operator and a 

genetic operator. The evolutionary operator in- 

volves selection. The genetic operator is com- 

prised of a crossover and a mutation. The GA 

searches for an optimum solution according to 

repetitive processes with three kinds of opera- 

tors. Relatively fit individuals are combined to 

produce new individuals. The maximum fitness 

in the population tends to increase until the pro- 

cess reaches an ultimate maximum fitness. This 

may or may not be the optimum situation. Al- 

though the GA is powerful in operation when 

applied to complex mechanical system problems, 

consideration needs to be given to methods to 

improve the efficiency and speed of operation be- 

cause the GA requires many individuals. Parallel 

computation is selected to improve such defects 

because individuals and the design domain of the 

GA can be divided. The MPI library for parallel 

computation is applied to the parallel process. 

Message passing is one of the theoretical para- 

digms that are applied to the distributed func- 

tion computer system. Recently several forms of 

message passing techniques have materialized, 

but the basic communications idea is the same 

among the processes. In past years, many appli- 

cation programs were developed through the para- 

digm of message passing. Each hardware devel- 

opment company improves the message passing 

techniques, which are suitable for its parallel 

computers. The MPI was developed in accord- 

ance with the unified development libraries. The 

MPI is the initial Application Programming In- 

terface (API) for message passing among the 

processes of distributed function computer sys- 

tems. The MPI is not a computer language such as 

FORTRAN, so using a standard compiler; it 

makes parallel programs that can be compatible 

with several hardwares. In addition, the MPI has 

the advantage of reducing the communications 

load. Because compatible communications are 

used the amount of data directly written into the 

memory process can be minimized (MPI On-Line 

Document). 

Parallel process technique is classified into two 

methods according to subpopulation's size and 

number. One is the FGM that decreases the num- 

ber of individuals in the population, and then 

increases the number of population. The other is 

the CGM. It divides the population into several 

subpopulations. The genetic operator is applied 

independently among the subpopulations. Indivi- 

duals are exchanged with other individuals in 

populations during process of evolution (Korea 

Advanced Institute of Science and Technology, 

2000). This study selected the CGM as the par- 

allel process because the load is equally divid- 

ed among several computers. Each computer is 

supplied with subpopulations. This method has 

several parameters that influence the capability of 

the method. They consist of migration rate and 

migration interval. The migration rate is the ex- 

change rate of individuals and the migration in- 

terval is the exchange period of individuals. This 

study chose precedence 5 ~  of fitness as the Mi- 

gration Rate and 10 generations as the Migration 

Interval. 

The given domain is reset in accordance with 

the degree of feasibility. The reset domain is 

equally divided into subpopulations. An initial 

population using a divided domain is created for 

each subpopulation. Subpopulations perform 

equal processes, such as the sequential GA. 

Individuals of a subpopulation are exchanged 

with each subpopulation in accordance with 
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The flowchart of Parallel genetic algorithm 

the chosen Migration Rate and Migration Inter- 

val. Figure. 1 shows a flowchart of the parallel 

GA. 

3. Reset  of  Initial  Domain  

A given design domain is divided among 

several computers when the parallel process is 

applied to the constrained optimum problem. It 

can generate a node that is computed only in an 

infeasible domain. This decreases the efficiency 

of the parallel process. Using the reset of initial 

domain can improve this problem, A constrained 

optimum problem can grasp the feasible domain 

in accordance with the degree of feasibility due to 

the constraints. The degree of feasibility is deter- 

mined by whether the constraints are satisfied or 

not. The GA generates an initial population that 

consists of individuals in a given domain. Each 

individual is put in the feasible or infeasible 

according to the degree of feasibility. The initial 

domain is divided by a specific gap. This gap, the 

sampling gap (Sg), is applied to reset a given 
design domain. Using the Sg, the boundary be- 

tween the feasible and infeasible domain can be 

searched. Constrained optimum problems have 

two cases of feasible domain. One is bounded 

feasible domain ; the other is unbounded feasible 

domain as truss problems that take unlimited 
upper-values. 

When feasible domain is bounded, initial in- 

dividuals are generated by random-generation. 

The Sg is formulated as follows, 

Sg= ( X , - X L )  / ~ i  - (1) 

In Eq. (1), Xv and Xz represent the upper and 

lower limits of a given design domain. V is the 

number of design variables, and I is the number 

of individuals. 

The design domain is reset by the offset value 

that is based on the feasible individual ratio. The 

offset value has a value between 1 and 2 accor- 

ding to the feasible individual ratio. The offset 

value Vo is formulated as follows. 

In Eq. (2), R is the feasible individual ratio in 

total individuals. 1.2 is the minimum offset value 

to involve feasible domain. 

In the case that the ratio of feasible individuals 

is large, the Sg is narrow for the feasible domain. 

This case includes the infeasible domain around 

the feasible domain boundary by increasing offset 

value because outer feasible domain cannot be 

included. In the case that this ratio is small, the 

inclusion of the infeasible domain is minimized 

with a decreasing offset value because the Sg is 

wide compared with the feasible domain. The 

upper and lower limit for resetting a domain is 

formulated as follows. 

XRv=Xm+ Vo × Sg (3) 

XRL = XFL - -  Vo X S g  (4) 

In Eqs. (3) and (4), XRv and XRL represent the 

upper and lower limits of the reset domain. Xyu 

and XFL represent the upper and lower limit of 

feasible individuals. If the ratio of feasible in- 

dividuals is not between 5% and 90%, when a 

given domain is reset, it will be modified for the 

accuracy of the solution and the efficiency of the 
process. 

When feasible domain is unbounded, initial 

individuals are generated by regular-interval. A 

given design domain is searched from lower-limit 

to upper-limit. The upper and lower limit for 

resetting a domain is formulated as follows. 
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XRu = X .  (5) 

XRL = XF -- Vo X S g (6) 

In Eqs. (5) and (6), X,~ represents the first 

interval that takes feasible individuals. XH re- 

presents the first interval that takes 100% feasible 
individuals. 

4. P a r a l l e l  E x a m p l e  

Linear and nonlinear constraint problems are 

selected as parallel examples. The linear con- 

straint problems are diagrammed by the extreme 
point. The extreme point of the feasible domain 

can be found by the Diagram and Simplex meth- 
od. This study compared the sequential GA by 

one computer with parallel GA by two com- 

puters, using 100 individuals and 500 generations. 

Example 1 and Example 2 are bounded feasible 

domain problems. Example 3 is unbounded feasi- 
ble domain problem. 

4.1 Linear constraint problem 

4.1.1 Example 1 
This example 1 is bounded feasible domain 

problem. The optimum problem is formulated as 
follows (Arora, 1994). 

Maximize Z(x) = 3 x l + 2 x z  (7) 

Subject to G(1) = - x ~ + x z ~ O  (g) 

G(2) = - x l - x 2 + 2 ~ 0  (9) 

G(3) = 2 x l + x 2 - 6 ~ 0  (10) 

xi>-O (11) 

The given design domain and feasible design 
domain are shown in Fig. 2. 

The given design domain and the domain with 

extreme point are shown in Fig. 3, Fig. 4 and 

Table 1. 
Individuals are classified by a descending se- 

ries. The upper and lower limits of feasible in- 
dividuals are offset according to the Eqs. (3) and 
(4). The upper-lower limits of feasible indivi- 
duals and reset domain are shown in Fig. 5, Fig. 

6 and Table 2. 

t3- 

3 '  

/ %  
. . . . . .  Given design domain 

...... Feasible design domain 

Fig. 2 Given design domain and feasible design 
domain 

6. 

l- 

Fig. 3 Given design domain 

5 .  

t -  

Fig. 4 Domain with extreme point 
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A sequential  process is performed with a given 

design domain  as the init ial  domain  (Fig. 7), and 

a parallel  process is performed with the reset- 

ting domain  as the init ial  domain  (Fig. 8). The 

results and comput ing time are compared with the 

sequential  process. This  is shown in Table  3. The 

difference in the results is small, but  the parallel  

comput ing  time is faster than the ideal parallel  

Table 1 Given design domain and domain with ex- 
treme point (Example 1) 

Given design domain Extreme domain 

0~xt<:5  1 ~ x ~ 3  
0 ~ x 2 ~ 5  0 ~ x 2 ~ 2  

S 

3 .  

I I n I I I I 

Fig. 5 Upper-lower of feasible individuals 

Table 2 Upper-lower and reset domain 
(Example 1) 

Upper and lower Reset domain 

1.25 ~ x l  ~ 2.78 0.65 <x l  ~ 3.38 
0.02~x2~ 1.62 0~x2<---2.22 

Table 3 Optimum value and elapsed time 
(Example 1) 

Sequence GA Parallel GA 

x1=2.09 x1=2.00 
Optimum value x2 = 1.82 x2=2.00 

F = 9.90 F = I 0.00 

Elapsed time (s) 7.73 2.78 

-! . . . . . . . . . . . . . . . . . . . . . . .  ! 

...... Given design domain 

Fig. 7 Initial design domain of sequential process 

? 

i 
Fig. 6 Reset domain 

! 

...... Reset domain 

Fig. 8 Initial design domain of parallel process 
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computing time, which is half the sequential 

computing time. Using of  a descending series 

causes addit ional  time reduction• A descending 

series is applied to individual classification and 

fitness evaluation. In the case of a descending 

series, the computing time varies in a geometric 

progression as a classified number. 

4.1.2 Example  2 

This example 2 is bounded feasible domain 

problem. The optimum problem is formulated as 

follows (Hock and Schittkowski, 1981). 

Maximize Z (x) = - x l x z x a  (12) 

Subject to G( I )  = x l W 2 x z W 2 x s g 7 2  (13) 

G(2) = x t < 2 0  (14) 

G(3) = x 2 < l l  (15) 

G(4) = x 3 < 4 2  (16) 

xx>0  i = 1 , 2 , 3  (17) 

A sequential process is performed with a given 

design domain as the initial domain (Fig. 14), 

and a parallel process is performed with the reset 

Table 4 Given design domain and domain with ex- 
treme point (Example 2) 

Given Design Domain Extreme domain 

0<x~_<50 0<xz<20 
0gx2g50  0 ~ x z ~  11 
O<Xa~50 O<xa~36 

xa 
5o 

! vr" I 

I 3 o 
s~ ...... x, - ~ 0  

Fig. lO Given design domain 

The feasible design domain is shown in Fig. 9 

The given design domain and the domain with 

extreme point are shown in Fig. 10, Fig. I1 and 

Table 4. 

The individuals are classified by a descending 

series. The upper and lower limits of feasible 

individuals are offset according to the Eqs. (3) 

and (4). The upper- lower  of  feasible individuals 

and reset domain are shown in Fig. 12, Fig. 13 

and Table 5. 

72 

36 

72. 

Fig. 9 

...... ~ ~72 ....... 

Xl 

Feasible desi~ domain 

Feasible design domain 

36 
"~ XL 

. . . . .  Domain with extreme point 

Fig. 11 Domain with extreme point 

x~ 

.. . . .  Upper-lower of feasible individuals 

Fig. 12 Upper-lower of Feasible Individuals 
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domain as the initial domain (Fig. 15). The 

results and computing time are compared with the 

sequential process. This is shown in Table 6. The 

results and computing time of this problem show 

the same tendency as in Example 1. 

Table 5 Upper-lower and reset domain 
(Example 2) 

Upper and lower Reset Domain 

0 . 8 7 ~ x ~  18.83 0<x1<29.61 
0.52 <x2~9.20 0<x2< 19.97 
0.77 ~xa~26.06 0<xa<36.83 

19 9707 

Fig. 13 

o 

..... Reset domain 

Reset Domain 

:% 

Fig. 14 

. . . . .  Given design domain 

Initial design domain of sequential process 

19 7107 

" I i  

..... Reset domain 
Fig. 15 Initial design domain of parallel process 

Table 6 Optimum value and elapsed time 
(Example 2) 

Sequence GA Parallel GA 

xl = 19.75 xl = 19.75 
x2 = 10.90 x2 = 10.89 

Optimum value 
x3= 14.98 x3= 14.89 

F=-3225 .65  F=-3203 .43  

Elapsed time (s) 12.55 4.22 

4.2 Nonlinear Constraint Problem 

4.2.1 Example 3 

This example 3 is unbounded feasible domain 

problem. The three-bar truss is shown in Fig. 16. 

The objective is to minimize the weight of the 

structure by varying the cross-sectional areas of 

the elements. Thus the fittest structure will be the 

one with the least weight. We will constrain the 

problem by limiting the stress in the elements and 

the bucking constraint. Elements l and 3 will 

have the same cross-sectional areas, AI=A3=X1, 
and element 2 will have the cross-sectional area, 

A2=X2. The design data for the three-bar truss is 

shown in Table 7 (Choi, 2002). 

Example 3 can be formulated as follows. 

3 

Minimize F (x) = y~=lxdi (18) 

Suject to G i ( x ) = l t T i [ - l ~ 0 ,  ( /=1,2 ,3)  (19) 
aa 

~rEx~ 
G j ( x ) = l a ; I -  8l~ <0,  j = 3 ( 2 0 )  

This problem is unbounded feasible domain 

1 ' ¶ 

Fig. 16 

I 

4x,xp 
Symmetric three-bar truss 
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Table 7 Design data for three-bar truss 
(Example 3) 

Design data Value 

Weight density, ~' (N/mm 3) 
Length, 1 (mm) 

Modulus of elasticity, E (kN/mm z) 
Load, P (kN) 

Allowable tensile stress, 0"o (kN/mm 2) 
Allowable compressive stress, Cro (kN/mm z) 

Initial crossover probability 
Initial mutation probability 

Max. generation number 

27.14× 10 e 
2540 
68.95 
88.96 

0.1379 
0.1034 

0.5 
0.025 
500 

Fig. 17 Given design domain 

Table 8 Given design domain and reset domain 
(Example 3) 

Given design domain Reset domain 

10-S~xl ~ 104 10-a~xt ~ 10 s 
10-3<x2< 104 10-a~xz~ 10 a 

Table 9 Optimum value and Elapsed time 
(Example 3) 

Sequence GA Parallel GA 

x1:680.91 x1=672.34 
Result Value x2:5.99 x2=6.07 

F=133.18 F=131.51 

Elapsed time (s) 11.39 5.60 

problem. A given design domain is offset accord- 

ing to the Eqs. (5) and (6). The Given design 

domain and reset domain are shown in Table 8. 

A sequential process is performed with a given 

design domain as the initial domain (Fig. 17), 

and a parallel process is performed with the reset 

domain as the initial domain (Fig. 15). Optimum 

value exists around constraint function boundary. 

This is shown in Fig. 18. Accordingly, unbound- 

ed feasible domain problem, when parallel pro- 

cessing is applied, can be reduced with Eq. (6). 

The results and computing time are compared 

with the sequential process. This is shown in 

Table 9. The results and computing time of this 

problem show the same tendency as in Example I. 

al 

Fig. 18 Reset domain 

4.3 Comparison of examples  
The results of two linear constraint problems 

(Ex. 1, Ex. 2) with parallel processes are com- 

pared with the correct solution. The tolerance is 

not large. Table 10 shows the comparison of 

result values. 

The optimum values of a nonlinear constraint 

problem (Ex. 3) are applied as the area of each 

element. Using FEM codes solves the stress pro- 

blem of each element. The stress values are not 

more than an Allowable Stress. Therefore the 

results are satisfied. The examination of the op- 

timum values is shown in Table 11. 

Generally, when the parallel process is per- 

formed, the computing time is proportionally 

reduced as increase, the number of nodes, but 
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Table 10 Optimum value comparison of two linear 
constraint problems (Example 1, 2) 

Problem Correct solution Optimum value 

xl = 2 xl = ZOO 
Example 1 x2=2 xz=2.00 

F = I 0  F =  10.00 

x1=20 xx= 19.75 
X2:11 x2 = 10.90 

Example 2 
xa=15 x3:14.98 

F =  -3300 F =  --3225.65 

Table 11 Examination of optimum values 
(Example 3) 

Area Stress 
Example 3 (mmZ) (N/ram2) 

A1=680.91 or1= 12984 
Sequence GA A2=5.99 ~=129.04 

A3=680.91 63=-8.02E-01 

A1=672.34 ~=131.47 
Parallel GA Az=6.07 ~=13064 

A3=672.34 ~=-8.33E-01103.4 

Allowable stress 
(N/mm 2) 

137.9 (tensile) 
103.4 (compressive) 

137.9 (tensile) 
(compressive) 

the result of this study can confirm that the com- 

puting time is rapidly reduced. This is caused by 

the use of a descending series. It is applied to the 

individual classification and fitness evaluation. 

When a descending series is used, the computing 

time varies in a geometric progression as a classi- 

fied number. 

5. Conclusions 

In this paper, we proposed parallel processing 

with the MPI library to improve the high com- 

putational cost for GA. Moreover we proposed 

reset the design domain to maximize the efficiency 

of a parallel process. The proposed parallel pro- 

cess technique was applied to linear and non- 

linear problems. The parallel process was com- 

pared with the sequential process. We get conclu- 

sion as follows, 

(1) The parallel process with two computers 

was averagely faster 2.59 times than the sequen- 

tial process with a computer in Examples 1, 2, 3. 

(2) Using of a descending series causes addi- 

tional time reduction. A descending series is ap- 

plied to individual classification and fitness 

evaluation. In the case of a descending series, the 

computing time varies in a geometric progression 

as a classified number. 

(3) A given design domain is divided among 

several computers when the parallel process is 

applied to the constrained optimum problem. It 

can generate a node that is computed only in an 

infeasible domain. This decreases the efficiency of 

the parallel process. This problem was improved 

in using reset of initial design domain. 

(4) Unbounded feasible domain as truss 

problems that take unlimited upper-values can be 

reduced because the optimum value exists in the 

boundary of constraint conditions. 
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